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Abstract

This paper documents a set of Resource Management Corpus Benchmark Tests conducted
prior to the DARPA ANN Technology Program Continuous Speech Recognition Meeting
at Stanford University, September 21-22, 1993. Three organizations participated in tests
of Speaker Dependent systems, reporting word errors using the word-pair grammar ranging
from 1.8% to 2.6%. Eleven research teams from nine organizations reported results for
a total of 18 Speaker Independent systems, with word error rates ranging from 4.4% to
11.7%. Properties of the September 1992 test sets are discussed, particularly with regard
to the distribution of speaking rate for the speaker independent test set population. Two
DARPA ANN Technology Program contractors reported results for both baseline HMM
and hybrid ANN-HMM systems. The use of newly-implemented statistical significance tests
underscores the need to interpret these test results on a case-by-case basis.

1. Introduction

The DARPA Resource Management Continuous Speech Database (RM1) [1,2] has been
used for development and performance evaluation of automatic speech recognition
technology within the DARPA speech research community since 1987.

DARPA-sponsored benchmark tests of both speaker-dependent and speaker-independent
technology have been conducted in March and October 1987, June 1988, February and
October 1989, February 1991, and most recently, September 1992. Additional benchmark
tests were conducted in June, 1990, using the "Extended Resource Management" corpus
(RM2), which contains extensive additional training material for (only) 4 speakers, to
permit training of speaker-dependent systems with significantly more (2400 vs. 600)
utterances than is possible with the RM1 corpus. While the tests have been "locally
implemented” by system developers, NIST has provided the sponsors and the community
the service of uniformly scoring results and providing summaries of the results, usually in
conjunction with DARPA speech research meetings. For some of the tests, only informal
"handouts" were prepared for distribution at DARPA workshops, but the March 1987,
February 1989, June 1990, and February 1991 tests are documented [3-7].

This paper documents the most recent tests, conducted prior to the September 1992
DARPA Artificial Neural Network (ANN) Technology Program Meeting, using the final,
previously unreleased, RM1 test set. Since, in the 5 years since release of the first test set,
many researchers have developed "resource management" continuous speech recognition
systems, the opportunity to participate in these tests was extended to a number researchers



outside of the DARPA community. Two DARPA ANN Technology Program contractors
(BBN and SRI International) participated, along with a number of other research teams,
including three from Europe (Philips Research Laboratories, in Aachen, Germany, CNRS-
LIMSL, in Paris, France, and Cambridge University, in Cambridge, UK).

2. Test Protocols
The September 1992 test protocols followed well established precedents.

All sites had had access to all previously released training data, test sets, and "official"
scoring software for some time. The September 1992 test sets were distributed on CD-
ROM media on August 24th, results were reported to NIST on September 4th, and all
scored results (including statistical significance tests) were made available to the
participants via ftp on September 16th.

During the period between September 4th and 16th, some sites reported that the test data
seemed "different" from prior test sets (i.e., unusually challenging), and NIST initiated
analysis of the test sets to ascertain possible sources of the differences. The results of these
analyses are indicated in the following section.

3. Properties of the September 1992 Test Set
Are these test sets different?

Researchers at BBN, Cambridge University, and CNRS-LIMSI provided results for the
results of four different systems having processed the February and October 1989, February
1991, and the September 1992 Speaker Independent test sets, in order to illustrate
differences in performance for several systems on four different test sets, involving a total
of 40 speakers. "

Figure 1 shows the results for these systems and test sets. For each subject in each test set,
the range, mean, and the interval bounded by one standard deviation around the mean
word error rate for the four systems are shown. In each test subset, results are ordered
from best subject (the so-called "sheep") to worst ("goat"). In many cases, for "goats" poor
performance is correlated with large variability across the several systems.

For example, for subject HLM in the February 1989 test set, the mean word accuracy was
approximately 98% with a small standard deviation, while for subject CMH, the mean word
error was approximately 95% with a significantly larger standard deviation.

Contrasting results for the current test set with the others, it can be seen that there are
more "goats" in this test set than in previous test sets. Note, for example, that for subject
VMH, the speaker with worst performance, the range of data extends from 67% to about
87%. Six of the ten speakers in this test set appear to have unusual performance, in the
sense of having higher error rates than their "peers” and larger across-system ranges. These
speakers are PAD, KLT, DLM, ECD, EXM, and VMH.



SPEAKER WORD ACCURACY RANGE ANALYSIS ACROSS SPEAKERS FOR THE

Feb 89, Oct 89, Feb 91 and Sep 92 Test Sets
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Interpretation of results for earlier test sets may be somewhat compromised by the fact that
developers might have "tuned" their systems to the properties of earlier tests, but most of
the sites indicated that that was not the case.

How are these test sets different?

Since there is some evidence that the current test set population has an unusual number
of speakers for whom their speech is unusually difficult to recognize, it is of interest to
speculate how that might have occurred, and what are the factors contributing to the
unusual degree of difficulty.

A partial answer may lie in the history of the test set selection process.

At the outset of this benchmark test process (ca. 1986-1987), the test sets were partitioned
by NIST from larger test sets. For speaker independent technology, 4 sets of 10 speakers
were defined from the original 40 speaker evaluation test set population described in [1],
and a conscious effort was made to maintain a consistent balance of dialect region and
gender for these 4 sets. In retrospect, this effort was at least partially flawed in that some
sets were better-balanced than others.

The most recent test set -- defined, in some sense, as the residue of having reasonably well-
balanced earlier test sets -- has a larger fractional representation of female speakers than
most earlier sets. It also has no speakers from the North Midland or South Midlands
dialect region, with disproportionate representation of other dialect regions. For the
speaker dependent test set, efforts were made to overcome possible "within session effects”,
but it is possible that some systematic effects were still encountered.

Most of NIST’s analyses (including such properties as the number of words in each test set,
the number of lexemes, the average number of words/utterance, the test set perplexities,
the mean speech-to-noise ratio, and mean duration and speaking rate) do not seem to
indicate any particularly unusual properties for September 1992 test set. These properties
are summarized in Table 1, showing lexical properties of the several RM1 test sets, and
Table 2, showing speech signal and speaker population properties.

Analyses of performance results for all test sets by dialect region and gender do not seem
particularly informative in the semse that no ome dialect region or gender seemed
particularly difficult. This would tend to discredit the hypothesis that the source of the
unusual difficulty was related to disproportionate representation of females and the absence
of test speakers with North Midland or South Midland dialect.

It was suggested that there may be a correlation between poor performance and rate of
speech. Estimates of rate of speech are possible by counting the number of words uttered
and determining the utterance duration. For the RM1 test material this ranges from
approximately 100 to 200 words/minute.
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Figure 2 shows plots, for the four systems, of measured word error against speaking rate
for the 40 speakers in the 4 test sets. Note that the word error rate is high for the two
fastest speakers, VMH and KLT, and that there is also large variability across systems for
DLM, another faster-than-average speaker. A speaker with unusually slow speaking rate,
EXM, has high word error rate and high variability across systems. So there is some
evidence to support the hypothesis that rate of speech may be a factor contributing to poor
performance, and that the September 1992 speaker-independent test set has an unusually
high number of other-than-average-speaking rate speakers.

Note that some systems have more difficulty in dealing with these faster- and slower-than-
average speakers than other systems.

It has been suggested that one contributing factor may be inadequate representation of
varied rate of speech in the training material. Figure 3 shows histograms indicating the
distribution of speaking rate for (a) the SI-109 training set, with 109 speakers, and (b) the
40 speakers in the four recent test sets. Note that both distributions have similar means
(approximately 155 words per minute) and are broad (standard deviations of 20 and 15.7
words per minute), with some representation of both fast and slow speakers in both sets.
Thus system developers have had access to training material for fast and slow speakers.
However we are not as much conceined with the entire set of 40 speakers in the 4 test sets
as we are concerned with the differences between the 4 test sets.

Figure 4 shows histograms for the speaking rate for the speakers in each of the four test
sets. Note that while the mean speaking rate is similar for all four test sets (roughly 150 -
160 words per minute), the September 1992 test set is unusual in that it contains more
"outliers" than previous test sets, with a larger standard deviation than other test sets. Note
also, that the most recent previous test set had a smaller than usual standard deviation.

NIST’s procedures for selection of test material have not involved "screening" potentia] test
material to identify "outliers” of this sort (i.e., on rate of speech), but has relied principally
on considerations of gender and dialect-region. Thus these differences in the properties
of the test sets are entirely inadvertant. A case may be made for introducing screening
proceedures in selection of future test sets, but it is difficult to identify all potential factors
that might contribute to differences in "degree of difficulty".

Does it matter that this test material is unusually difficult?

There are a number of valid answers to this question, positive and negative, depending on
one’s understanding of the purpose(s) of the test.

Yes. The fact that this test is more difficult than others certainly complicates interpretation
of "trends" in development of this technology, since the error rates for these test sets are
in most cases higher than the best error rates cited on previous sets. Ideally, all test sets
should be of equal difficulty, and technology improvements would be indicated directly by

reductions in error rates.
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Yes. Some properties of this test set appear not to be representative of the properties of
the training material (e.g., some dialect regions are over- or under-represented, and rate-of-
speech properties indicate an unusual number of outliers). Ideally, all properties of all test
sets should be representative of the training material.

Yes and No. Since all sites participating in this test used identical training and test
material, valid comparisons across systems and sites may be made. However, those
comparisons are specifically valid in the context of this test set, and may not generalize to
other test sets.

No. Comparisons with earlier test sets may be invalid, since developers have had
opportunities to "tune" their systems to the properties of earlier test sets, so that all
previous test sets inevitably seem "easier" than they were when first used as test material.
This is a well-known phenomenon in pattern recognition.

No. This may be a valid, but small sample, of a distribution of speakers with an inherently
large variance. The test sets are in any event much too small (i.e.,, 10-12 speakers) to
expect good sampling of a "speaker-independent"” user population, and are also too small
to show small performance increments with statistical significance. One must keep these
considerations of statistical significance in mind when interpreting these results.

Lessons to be Learned

A number of lessons might be learned. Perhaps most importantly, one might well consider
requiring larger speaker populations for tests of speaker-independent technology, so as to
minimize effects due to statistical outliers. One might also propose using larger test sets
in the later stages of research and technology development, so as to facilitate making
statistically significant inferences about small incremental progress. And, one might pre-
screen all potential test material with a state-of-the-art speech recognition system to identify
any potential "outliers", and use this information to make the distribution of test material
more uniform.

4. Statistical Significance Tests

When discussing the results of benchmark tests, it is wise to consider the statistical
significance associated with the test results. In many cases, simple comparison of the
differences between word error (or sentence error) rates, without use of statistical
significance tests, may be misleading. Within the DARPA speech research community, use
of two significance tests has become routine [8], following suggestion of these tests by
Gillick and Cox [9]. Two new tests were implemented for the most recent tests, one of
which was suggested for use by Makhoul at a DARPA ANN Technology Program meeting
in the Spring of 1992. - ‘

11



The two tests used in previous tests are termed the MAtched-Pair Sentence Segment Word
Error (MAPSSWE) test, and the McNemar sentence error rate test. The MAPSSWE test
is a paired-comparison test which identifies corresponding sentence segments excised from
sentence hypotheses for two speech recognition systems. Each segment is bounded by either
the beginning or end of the sentence or by at least two correctly recognized words. The
differences in word error rates for the corresponding segments are then compared. The
McNemar test is another paired comparison test, acting on the semtence error data,
directing attention to the size of the subsets of errors that are unique to each system.

The sign test, suggested for use in these tests by Makhoul, consists of a test on the
individual word error rates for each test speaker. The proportion of the test speakers for
which one system had a smaller word error rate than another system is identified by
considering the sign of the difference between word error rates for each speaker, and
comparing this proportion with 50%. The other new test used for these tests is the
Wilcoxon signed-rank test, which is an extension of the sign test. Not only are the
differences in word error rates considered, and the sign of the differences considered, but
the differences are rank-ordered, and the sum of the signed ranks are determined. The
probability of the observed sum of signed ranks can be estimated for a test of the
hypothesis that the two populations (represented by the respective members of the matched
pairs) are identical. Discussions of the sign test and the Wilcoxon signed-rank test can be
found in the literature on nonparametric statistical tests (e.g., {10 - 14]).

For the current benchmark tests, NIST implemented four tests, designated "MN" for the
McNemar sentence error rate test, "MP" for the Matched Pair sentence segment word error
test, "SI" for the sign test, and "WI" for the WIlcoxon signed-rank test.

NIST’s conventional practice has been to implement these tests for all possible cross-system
comparisons, and to show the results in the form of a matrix with the word "same" printed
for each test in which the null hypothesis is valid (i.e., the differences between systems are
not demonstrated to be significant using the relevant test), and the identity of the system
with the lower error rate in the event that the null hypothesis is shown to be invalid.

5. Summary of Test Results

Table 3 presents a tabulation of the results using the September 1992 test material for the
word-pair grammar, only. Table 4 has the statistical significance test matrix for the speaker-
independent tests using the word-pair grammar. Many other results were provided to test
participants, and may be cited in other papers in this proceedings. Reference should be
made to relevant papers for full descriptions of the technical approaches used for each
system. - '

12
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Table 3: Tabulated Benchmark Test Results for September

1992 Test Sets

1. System Descriptor Codes

attl
att2
att3
bbnl
bbn2
bul

bu2

cam

cmu
htk3
htk2
htkl
limsi
mit_111
mit 112
philipsl
philips2
philips3
sril
sri2
sri3
srié

AT&T Lee—Chou—~Juang SE System

AT&T Lee—Gauvain SD System

AT&T Ljolje—Riley SI System

BBN BYBLOS HMM Baseline SI System

BBN SNN/HMM Hybrid SI System

Boston U. BU SSM SI System

Boston U. BU SSM-BBN BYBLOS SI System
Cambridge U. Recurrent Net SI System
Carnegie—Mellon U. Sphinx—II SI System
Cambridge U. HTK Var. Mixture Triphone SI System
Cambridge U. HTK 15 Mixture Monophone SI System
Cambridge U. HTK 6 Mixture Triphone SI System
LIMSI SI Recognizer

MIT Lincoln Lab SI System

MIT Lincoln Lab SD System

Philips Non-tied Mixtures SD System

Philips Tied Mixtures SD System

Philips Non—-Tied Mixtures SI System

SRI Pure HMM Baseline ST System

SRI Pure CI-MLP Baseline System

SRI Pure CD-MLP Hybrid System

SRI Mixed MLP/BMM Probabilities SI System

2. SPEAKER DEPENDENT SYSTEMS - WORD—PAIR GRAMMAR

#UTT % Corr % Sub % Del % Ins % W.E. % U.E.
att2-wd 300 98.4 1.0 0.6 0.3 1.9 12.7
mit_112-wd 300 97.8 1.3 0.9 0.4 2.5 17.0
philipsi-wd 300 87.7 1.6 0.6 0.3 2.6 16.3
philips2-wd 300 98.2 1.2 0.5 0.1 1.8 12.3
3. SPEAKER INDEPENDENT SYSTEMS ~ WORD-PAIR GRAMMAR
#UTT % Corr % Sub % Del % Ins % W.E % U.E.
attl—-wi 300 95.2 3.4 1.4 0.5 5.4 29.3
att3—wi 300 82.5 5.6 1.9 2.6 10.1 38.0
bbnl-wi 300 94.9 3.8 1.3 1.6 6.7 30.3
bbn2-wi 300 85.3 3.6 1.0 1.4 6.1 29.3
bul-wi 300 93.4 4.8 1.9 1.8 8.5 40.3
bu2-wi 300 94 .4 3.8 1.8 1.3 7.0 33.3
cam-wi 300 90.0 7.7 2.3 1.8 11.7 42.3
cmu—-wi 300 94.8 4.1 1.1 1.0 6.2 31.3
htkl-wi 300 93.6 4.4 2.0 1.0 7.4 36.0
htk2-wi 300 91.3 6.5 2.2 1.0 S.7 39.3
htk3-wi 300 90.3 6.5 3.2 1.8 11.4 48.0
limsi-wi 300 96.0 2.9 1.2 0.4 4.4 25.0
mit_11i-wi 300 93.9 4.1 2.0 1.3 7.5 '32.0
philips3—wi 300 94.6 3.6 1.9 0.6 6.0 30.0
sril—wi 300 91.4 6.5 2.1 1.5 10.1 40.0
sri2—wi 300 90.6 6.4 3.0 1.5 10.9 39.3
sri3—wi 300 93.9 4.5 1.6 1.5 7.7 30.7
srid-wi 300 83.2 5.2 1.6 1.0 7.8 31.7

13
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Speaker Dependent Systems

Three sites participated in tests using the speaker dependent test material: AT&T Bell
Laboratories, MIT Lincoln Laboratory, and Philips. Both the "No Grammar" and "Word
Pair Grammar" were used for these tests. The word error for the case of the use of the
"Word Pair Grammar" ranges from 2.6% to 1.8%.

The lowest error rate (1.8%) was reported for the system designated "philips2-wd", a tied
mixture HMM system incorporating linear discriminant analysis on 3 consecutive 63
component vectors to yield a 35 dimension transformed vector as input to the system. The
991 word lexicon is partitioned into two subsets, one including about 100 short function
words.

Implementation of the statistical significance tests for this system indicates that the
differences in performance with another Philips system, philipsl-nd, and with the att2-wd
system are not shown to be significant with any of the 4 significance tests, although for all
4 tests, differences with the mit_l12-wd system are shown to be significant.

Speaker Independent Systems

A total of 18 sets of results was reported for the interesting case of speaker independent
systems using the September 1992 speaker independent test set. Nine sites were involved:
AT&T Bell Laboratories, BBN, Boston University, Cambridge University, Carnegie Mellon
University, CNRS-LIMSI, MIT Lincoln Laboratory, Philips, and SRI International. The
word error for the case of the "Word Pair Grammar" ranges from 11.7% to 4.4%.

The lowest error rate (4.4%%) was reported for the system designated "limsi-wi", an HMM
system incorporating a reduced set of 36 phones (including silence), for which each phone
model is a left-to-right context dependent HMM, which associates pronunciation graphs
with each word (so as to allow alternate pronunciations, including optional phones) and
also incorporates word boundary phonologicial rules in building the phone graph used by
the recognizer.

Implementation of the statistical significance tests for this system indicates that the
differences in performance between the limsi-wi system and the bbn2-wi and philips3-wi
systems are not shown to be significant with 2 of the 4 significance tests, the sign test and
the McNemar sentence error rate test, although the other 2 tests indicate significant
differences. All three of these systems perform very well. In many cases, the significance
tests indicate significant differences in favor of the limsi-wi system when compared with
other systems.

Hybrid HMM-ANN Systems

Two DARPA ANN Technology contractors participated in official benchmark tests using
the RM1 corpus and test material: BBN and SRI International. For each site, comparisons
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of results between "baseline" HMM systems and "hybrid" ANN-HMM systems were possible
in order to make inferences about the incremental performance gains made possible by
incorporation of ANN technology. Refer to other papers in this proceedings for
descriptions of the approaches used by these contractors.

In the tabulation of results for speaker-independent systems with no-grammar condition,
the baseline BBN system is designated bbnl, with 6.7% word error. The BBN hybrid
system is designated bbn2, with 6.1% word error, about a 10% reduction in word error rate.
None of the 4 significance tests, however, indicate this difference in performance between
the baseline HMM and hybrid ANN-HMM system to be significant.

The SRI baseline HMM system is designated sril, with 10.1% word error, which can be
contrasted with the results for the hybrid system, sri4, with 7.8% word error. For the SRI
systems, incorporation of ANN technology results in approximately a 20% reduction in
word error. All 4 of the significance tests indicate that this difference is significant.

Note, however, that while the hybrid BBN system has lower word error than the hybrid SRI
system, of the 4 significance tests implemented by NIST, only the matched-pair sentence-
segment word error tests indicates that the difference is significant.

One conclusion supported by these analyses is that the test sets are, in general, too small,
particularly with regard to the number of speakers, to reveal small differences in
performance. This is a particularly problematic issue in using test sets of this size (i.e., 10
speakers) for developmental purposes, and some developers report having combined a
number of previously released test sets into larger test sets for developmental test purposes.
Other developers report having observed systematic trends toward reduced error rates while
using small developmental test sets that, in many cases, result in significant improvements
when tested with new test sets.

The fact that the speaker-independent test set speaker population for the September 1992
tests is somewhat unusual, with, as noted, a number of outliers with regard to rate of
speech, is a further complicating factor.

6. Summary

This paper has documented the final Benchmark Test results for the DARPA Resource
Management (RM1) continuous speech corpus, using the September 1992 Test Set(s).

Some properties of the speaker-independent test set are shown to be unusual (e.g., the
distribution of speaking rate for the 10 speakers in the speaker-independent test set), and
it has been hypothesized that this factor may account for somewhat higher reported error
rates than for previous test sets. If this is so, it may be the case that current technology
does not accommodate fast or slow rates of speech very well.

These tests included participation of European speech research groups, and the lowest
reported error rates for both speaker-dependent and speaker-independent technologies
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were reported by Philips Research Laboratories, in Aachen, Germany, and CNRS-LIMSI,
in Paris, France, respectively.

The tests also included results for several hybrid ANN-HMM systems and provided
comparisons with baseline HMM systems. Incorporation of ANN technology into HMM-
based systems has been shown to yield improvements of between 10 to 20 percent reduction
in word error.

Performance differences, in many cases, between well-performing systems using this test
material are not shown to be significant. There are a number of well-performing systems,
and comparisons need to be considered on a case-by-case basis using a number of different
significance tests.
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Disclaimer

The data summarized in this paper was derived at NIST by uniform implementation of
scoring software, operating on benchmark test results provided by individual contractors
and cooperating research organizations for unsupervised, locally implemented tests. The
results of tests conducted with this test material and analyses of performance are not to be
construed as official findings of NIST, the Department of Commerce, DARPA, the
Department of Defense, or the United States Government. No endorsement of any
systems or algorithms are intended. In many cases the statistical significance of differences
in the reported results for different systems can not be determined, partially because of
limitations in the size and composition of the test sets.
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